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Neural network

= A parameterized function:
fo: R — R%
z = f(z|0) ,
which is a composition of non linear functions.
= The function depends both on 6 and some intermediate non linear functions.



Neural network

= A parameterized function:
fo: R — R%
z = f(z|0) ,
which is a composition of non linear functions.
= The function depends both on 6 and some intermediate non linear functions.

= For instance, for d, = 2,d, = 1, consider a set of biases and Weights
0= {by € R* by € R, W; € R**? W, € R4,

f(x]0) = tanh (W - sigmoid (W1ix + b1) + b2)
We can introduce some intermediary notations and write
o1(2) := sigmoid(z)
02(z) := tanh(z)
W o= o1(Wiz +b1) ,

We then have

£(216) = 02(W2h™® + by)



Graphical representation of a neural network
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Deep neural network

= Build a sequence of vectors (h\*))o<r<p where D is the depth of a network:
RO =z
B = o (Wieh® ™D £ b)), for 1 <k <D
f(xl6) = B






Classical non linear functions

= There exists a dictionary of classical non linear functions
= RelLU(z) = max(0, z);

= sigmoid(z) = ﬁ;
= tanh(z) = :7;:_72::

= etc...



Convolution filter

= In the fully connected context, each neuron is a linear combination of all
neurons of previous layer;

= No relation is imposed between each linear combination (over the rows of

= For computational efficiency, and to impose some invariance, one can
impose that linear combinations only apply locally, and are the same on the

different regions of each layer.



Simple convolution filter

= For instance, to create a layer which gives the local differences in the vector:

2
1
=] —6
4
5
= Define a kernel
-1
0
1
The resulting convolutional layer is a vector h of size 5 — 3 + 1 where, for
1<:<3:
-1 0 1 0 0 -8
h=|10 -1 0 1 O0f|xz=1] 3
0 0 -1 0 1 11

- Remark Of course, technical extensions exists to deal with bounds of z (stride
and padding).



Convolutional layer

= A convolutional layer imposes a sparse weight matrix whose parameters are
shared among rows:
= For instance, if the convolutional filter implies 3 elements at once:
w1 w2 ws 0 coo 0
0 w1 w2 w3 0

W =

0 000 0 w1 w2 w3



Convolutional neural network

Input layer

Hidden convolutional layer

Output layer

10



Neural nets as predictors

= Neural nets were first used for classical learning tasks:
= Classification;
= Regression.
= In this context, we have a data set (Z1.n, Y1:n):
=z, are the features (explanatory variables):
=y is the response, a variable to predict (a label or a value).

= f(xy|0) is a prediction for yy.
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Neural nets as generators

= Another use of neural nets is for generative modelling;

= Probabilistic framework where the high dimensional data Y are assumed to
arise from a lower dimension random variable Z with a known distribution.

Z ~ Distribution(+)
Y|Z = f(Z|0) + E,
where:
= f is a neural network;

= E is some random variable (reconstruction error term).

Random Vector

Generated Image

Generator Network
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Learning parameters of a neural net: cost function

Classical losses functions

= The parameter 0 is learnt by minimizing a loss function £(0):
= In the regression case (for y; € R):

£(0) = Z (vi — F(@:16))?

. k-th value
= In the K classes classification (encoding y; = (0,...,0, 1 ,0,...0)T),

and with f(x;|6) being a vector of probabilities:

1 n
== vl log f(ailo):
¢g=il

= In the generative model case, ideally, the loglikelihood:

L£(6) = Z log p(yi|0) = Z log /p(yilzé)p(z)dz
=1

= Note that, in general, we have:
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Learning parameters of a neural net: stochastic gradient descent (SGD)

Gradient descent to find 6 = argmin, £(6).

Starting from 0 and building a sequence (6“))¢>¢ such that, for £ > 1:

9 = pte=1 ,erﬁ(g([—l))’

where 7¢ is a sequence of step sizes decreasing (at an appropriate rate) to 0.
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Learning parameters of a neural net: stochastic gradient descent (SGD)

Gradient descent to find 6 = argmin, £(6).

Starting from 6 and building a sequence (6“))y>¢ such that, for £ > 1

9 — gt=1) + ’YeVeE(@([_l)),
where 7¢ is a sequence of step sizes decreasing (at an appropriate rate) to 0.

Stochastic gradient descent

In general, with n observations, we have:

VoL(0 ngc

=E;[VoeLs(0)], where J ~ U[1;n].
Thus, for 1 < m < n,
Vgﬁ Z VoL, (0) where J;, e Uf1;nj,

is an unbiased Monte Carlo estimator of the wanted gradient. "



Learning parameters of a neural net: Chain rule and automatic differentiation

= SGD still requires to compute the gradient of V.£;(6);
= Recall that f(z|0) is built by setting:

1
R = < ) € R% with dy = dy + 1
a5

hY = o1 (0:R*7Y),  with 61 = (b, W1), by € R, Wy € RX%

f(x|6) = op(@phPV), with 0, € R%*dp—1
= Then':
9L;(9)
L
2L,(6)
20

!As the gradient is a vector, all partial derivatives are implicitly vectorized here
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Learning parameters of a neural net: Backward propagation algorithm

Notations

For1<k<D

s 2 = 9, R(F=D) and recall that h®) = oy, (2(F));
ah(k)
9z(k)

= (: elementwise product for a vector, x: matrix product;

. is a R%-vector of elementwise derivatives:

Algorithm

s Foralll <k <D:

djp, Xdj, 1 matrix

oL:(0) on* k-1)T
90, (5’“ ©m ) <
where § 1= %ff)) € R%*

= For any 1 < k < D, J;, satisfies the backward recursion:

Apk+1) )

5k = 9z§+1 X <5k+1 © W

16



Learning parameters of a neural net:

= Note that most times are used multiple times, and easily computed;

= Computation of simple derivatives is easily done using automatic
differentiation during the forward pass;

= A backward pass computes the wanted gradients.

17



Latent variable models




Latent variable models examples

Neural network generative model

For 1 <k <n:
Zy ~ Na.(0,14,) Prior distribution
Yi|Zr ~ Na, (NeuraINet(Z|«9)7 azldy), Observation model

= Used to generate complex structures
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Latent variable models examples

= On n sites, observers count abundances of p species resulting in a n X p
matrix Y

= On each site k, m covariates are measure, resulting in a matrix n X m
matrix X

= The intensity of presence is supposed to depend on covariates through a
linear combination:

Poisson log-normal model

Z = (Zi})1csenicieps Zij ~ N(0,1) Prior distribution
Y|Z ~ Poisson(exp (X6 + Z)), Observation model

where 0 is a m X p unknown matrix to estimate.

= Used in joint species modelling
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Latent variable models examples
ﬁidden Markov models \

190 (3020, 6) 191(y1]21,0)

ORENC

Zy  ~ Xo(#0,0)
Zi|{Zi-1 = ze-1} ~ pe(2k|zK-1,0)

\ Yi|{Z: = z¢} ~ g (y¢|z¢,0) Observation model /

92(y2|22,0)

Prior distribution

= Use to model incomplete time series
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Inference in latent variable models

= Classical learning objectives:
= Computing the log-likelihood:

logp(ylzn) = log/ P(Z)P(ylzn|2)dz
Qz

= Learning the posterior distribution:

p(2)p(y1:n|2)
p(yl:n)

= In a bayesian context, learn the full posterior

p(z‘ylzn) =

p(Z7 e)p(ylin‘za 9)

2z Blunn) = p(y1:n)
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Variational autoencoder




Learning for neural networks generative models

Poisson log-normal model

Z=(Zij)r<icni<i<pr Ziv i N(0,1) Prior distribution
Y|Z ~ Poisson(exp (X6 + Z)), Observation model

where 6 is a m X p unknown matrix to estimate.

= |n this context, we aim at learning 6.

= |deally, we aim at maximizing the log-likelihood:

log p(Y|6) = log / p(Y|z, 0)p(z)dz

Q7

= However the integral is not tractable in general;

= Approximating it by Monte Carlo is not likely to work;
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Evidence lower Bound

= Let g(z) be a probability density function of Qz:

log p(Y10) = log / p(Y |2, 6)p(=)d=

JQgy
e [ YOG
—lg/QZ o) q(z)d
g [p<Y|Z,9>p<z>}
! q(2)
> E, [log p(Y|qZ(,ZH;p(Z)] Jensen's inequality
= E,llogp(Y12,0) - E, [log ;Eg]
= Eq[log p(Y|Z,0)] — KL (q(2) || p(2))
:= ELBO(q, 0)

= Note that there is equality iif ¢(z) = p(2|Y,0).
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Variaional inference

= Instead of maximizing the likelihood, variational inference maximizes the
ELBO with respect to ¢ and 6:

(cj, é) = argmax, 4ELBO(q, 0).

= As g is a p.d.f., this maximization is unfeasible (unless p(z|Y,#) is known).

= |n variational inference, the family of possible distributions for g is restricted
to a “simple” parameteric family;

= For instance, when there is one latent variable per observation, one can set

q(z1m) = [ a2,

=1

where ¢(2;) is the p.d.f. of a Ny, (Mu Jfldz).
= Note that choosing a family for ¢ imposes to choose both a dependence
structure and parameteric distributions.
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Example on PLN

Pose a mean field gaussian family for the approximation of Z|Y":

n p
q(Z) = HH%,j(Zi,jL where gi j(zi;) : p.d.f. of N(pij,0%;)

i=1j=1

ELBO(q,0) = Eq[logp(Y|Z,0)] — KL (¢(2) || p(2))

=33 (Bai, llogp(Yis|Zi5,0)] — KL (4i5(2) || p(2))) -

i=1 j=1
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Example on PLN

Pose a mean field gaussian family for the approximation of Z|Y":

n p
q(Z) = HH%,j(zz‘,jL where gi j(zi;) : p.d.f. of N(pij,0%;)

i=1j=1
ELBO(q, 0) = Eq[logp(Y|Z,0)] — KL (q(2) || p(2))
n p
=3 Y (Bqi; llog p(Yi 5125, 0)] — KL (:,5(2) || p(2))) -
=1 =il
= For a current estimate 6, maximizing w.r.t. q results in n X p

maximizations of the functions

2
7

N o7 1
Futi 5, 08 1) = Ya gpas,5—exp ((Xa(m)i,j + i+ 2"’ ) 3 (1i; + 0% —logo?;)

= This results in 2 X n X p parameters for the distribution of Z|Y.
= Note that no explicit link is made between each estimated (ui ;, 07 ;)

especially, the dependence on Y ; is not explicit. .



Variational autoencoder

= To potentially reduce the number of parameters, and create functional link
between Y; ; and p;,j, one can add an amortization constraint:

9(2) = [[ [ a2 ze0):

i=1j=
2
Gi,5(2i,5) ~ N (g, 0% )
(1i5,0% ;) = NeuralNet(Y; 5| A),

where X is a parameter common to all Y; j — (ui,j,07 ;).
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Variational autoencoder

= To potentially reduce the number of parameters, and create functional link
between Y; ; and p;,j, one can add an amortization constraint:

n p
9(2) = [ [ ] g3 (z0.0):
i=1j=1
2
Gi,5(2i,5) ~ N (g, 0% )
(1i,5,01 ;) = NeuralNet(Y; ;| \),
where X is a parameter common to all Y; j — (ui,j,07 ;).

= The ELBO becomes a function of (A, \). The part to maximize in \ is:

n,p 2 -
=Y {Yz,m*m,j) ~exp ((Xé“% (i) + "(QY))
5 (A (i2)® + 0* (i) ~ log o (V2.)
2
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Variational autoencoder

= This idea comes from neural nets generative models;
= This framework enables representation learning (encoding) within a
generating (decoding) model;

21
Z2
Encoder | . |—» Decoder
ZK
Input Images Image Reconstructed
P g Encodings Images

Figure 2: Source: fr.mathworks.com/
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Gradient of the ELBO

= In general, the ELBO?
ELBO(),0) = Ea [logp(Y|Z,0)] — KL (¢*(2) || p(2)) ,
does not have an explicit form, because of the expectation.
= The KL term is not a problem in general;
= Stochastic gradient approach requires to compute

V0B [logp(Y|Z, 0)]

= For a fixed A\, we have that:
VoE  [log p(Y|Z,0)] = Ex [Ve logp(Y|Z,0)]
which can be estimated by Monte Carlo, using samples from ¢*.
= For a fixed 0, however:
VB, [l0g p(Y|Z,0)] # Eg [V log p(Y|Z,0)]
ol
2We now denote ¢* to higlight the dependence of the distribution in this parameter
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Gradient of the ELBO (2)

VAE [logp(Y]Z,6)] = Vs / log p(Y|Z, 6)q” (2)dz

Qz

# Ea[Valogp(Y|Z,0)]

= Nonetheless, using the fact V»¢* = ¢* x Vi logg”, we have that:

VaEg[log p(Y|Z,0)] =Egx [V log p(Y|Z, )]
+E [logp(Y|Z,0) x Vilogq\(Z)]
which can be estimated by Monte Carlo, using samples from ¢*.
= This direct Monte Carlo estimator can have high variance;

= Different variance reduction techniques can be used;
= A popular one is the reparametrization trick:
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Reduction of variance through the reparametrization trick

= Suppose that you can write
Z=r(N) ,

where ¢ is a random variable whose distribution does not depend on A, and
r(-,A) is a known function
= For instance, if Z ~ N ()\1,)\3), take € ~ N(0,1), and r(g,\) = A1 + Aae.
= In this case:

VAEq)\ [lng(Y|Z, 9)} = E. [v/\ Ing(Y‘T(ev >‘)v 9)} )

which can be estimated without bias, by Monte Carlo sampling, using
samples from e.
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Variational inference and Hidden Markov
models




Back to HMM
ﬂidden Markov models \

190(¥o0|20, 0) 1g1(v121,6) g2 (yal22,0)
|

ONENC

Zo ~ xo(z0,0)
Zi|{Zt—1 = ze—1} ~ pe(zk|2k-1,0)

\ Yi|{Z: = z¢} ~ gi(y¢|z¢,0) Observation model /

Prior distribution
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Posterior distribution in HMM

In this context, the posterior distribution Zo.,|Yo.n satisfies the following
factorization:

pO:n(ZO:n|YO:n30) =p Zn|YE) n7 Hp thl‘ztay():(t—l)ae)
t=1

and has the structure of Markov chain.
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Variational HMM, or VHMM
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Variational HMM, or VHMM
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Variational family for HMM

= Idea (Campbell et al. (2021)), parameterize the variational with the same
backward decomposition as the target distribution:

n

qé\:n(zﬂtn) = Q:;(Zn) H q;\—l\t(zk—l‘zk)'
k=1

- How can we parameterize the distribution of each brick for efficient estimation?
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Variational kernels

= For each t > 0, ¢;'(2:) aims at mimicking the filtering distribution
(|e Zt|YO;t);
= We impose that ¢;'(z;) is the p.d.f. of a gaussian distribution with natural

parameter 7;" defined in the following way:
= 19 = NeuralNet(ho|\), where NeuralNet(yo|));
= For t > 0, n; = NeuralNet(h¢|\), where NeuralNet(h¢—1, y¢| ).

= This recursion (called a recurrent neural network), mimicks the

predict-update steps of filtering recursions in HMM.

3Recall that p(zt—1|zt,Yo:t—1,0) < p(ze—1|Yo:t—1,0)p(zt|2¢, 0)
35



Variational kernels

= For each t > 0, ¢;'(2:) aims at mimicking the filtering distribution
(|e Zt|Y0;t);
= We impose that ¢;'(z;) is the p.d.f. of a gaussian distribution with natural

parameter 7;" defined in the following way:
= 19 = NeuralNet(ho|\), where NeuralNet(yo|));
= For t > 0, n; = NeuralNet(h¢|\), where NeuralNet(h¢—1, y¢| ).

= This recursion (called a recurrent neural network), mimicks the
predict-update steps of filtering recursions in HMM.

= |Impose q?‘_l‘t(zk_ﬂzk) to be the p.d.f. of a gaussian distribution with
parameter Th,)\—ut?
= To link® qtﬁl‘t(zk,ﬂzk) to ¢} ; and z;, we impose that:

77?71\t = 77?—1 + 77?7

where 77; = NeuralNet(z|\) is a gaussian natural parameter.

3Recall that p(zt—1|zt,Yo:t—1,0) < p(ze—1|Yo:t—1,0)p(zt|2¢, 0)
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Variational learning for HMM

= This allows to learn representation of times series;
= This factorization is prone to online learning (i.e. learning of (A, 6) seeing
each y; once);

= Example model: Chaotic recurrent neural network with dimension 20 for
both X and Y

A
XO ~ N(OyQ)7XT = Xf»—l + ? (VWtanh (Xt—l) - Xf,—l) + 7, t 2 17 n~ N(O, Q)

Y:=X:+e e~ St(2), t >0,
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Variational learning for HMM

= Online learning of the law of Xo.,|Yo:n;

= Learnt on a train time series, used to represent a test time series.

Sequence || Smoothing RMSE | Filtering RMSE

Training 0.281 0.311
Eval 0.278 (= 0.01) 0.305 (£ 0.014)

States dim 9
o

0 1000 2000 3000 4000 5000
Timestep

Figure 3: Black: True hidden signal, Red, Green, Blue: Estimated signal after
processing of 1, 10000, 100000 observations
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Conclusion

= Neural networks are useful tools to design non linear functions;
Variational autoencoder is classical variational inference with an additional

constraints;
= These ideas are useful bricks that can be implemented for many classical

latent variable models.
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